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Introduction

Vision prostheses and sensory substitution devices (SSDs) 
are designed to provide blind users visual restoration or to 
establish a novel sense of vision. Vision prostheses can be 
implanted in the retina, relaying visual information through 
electrical stimulation of retinal neurons (Margalit et al 2002). 
Current retinal prostheses include the Argus II (Second Sight, 
Sylmar, CA) (Ahuja and Behrend 2013), the Alpha IMS 
(Retina Implant AG, Reutlingen, Germany) (Stingl et al 2015) 
and AMS (Stingl et  al 2017), and the Bionic Eye Retinal 
Prosthesis (Bionic Eye Technologies Inc., Ithaca, NY) (Rizzo 
et al 2003) that is under development. Other visual, non-retinal 

prostheses, transmit electrical stimulation to the optic nerve or 
the early visual cortex (Fernandes et al 2012). Non-invasive 
SSDs provide non visual input through tactile sensations on 
the skin (Meers and Ward 2005, Ortiz et al 2011) or tongue 
(Grant et al 2016), or through auditory stimulations (Capelle 
et  al 1998, Cronly-Dillon et  al 1999, Hanneton et  al 2010, 
Striem-Amit et al 2012a, 2012b, Stiles and Shimojo 2015).

Existing visual prosthetic systems provide only rudimen-
tary capabilities (Shaw 2016) with substantial limitations; 
the main limitation is low spatial resolution. Retinal implants 
such as the Argus II has 10  ×  6 electrodes (Ahuja and Behrend 
2013) and the Alpha AMS has an array of 40  ×  40 electrodes 
(Stingl et al 2017). Non-invasive options like the BrainPort 
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Abstract
Objective. Evaluations of vision prostheses and sensory substitution devices have frequently 
relied on repeated training and then testing with the same small set of items. These multiple 
forced-choice tasks produced above chance performance in blind users, but it is unclear if the 
observed performance represents restoration of vision that transfers to novel, untrained items. 
Approach. Here, we tested the generalizability of the forced-choice paradigm on discrimination 
of low-resolution word images. Extensive visual training was conducted with the same 
10 words used in previous BrainPort tongue stimulation studies. The performance on these 10 
words and an additional 50 words was measured before and after the training sessions. Main 
results. The results revealed minimal performance improvement with the untrained words, 
demonstrating instead pattern discrimination limited mostly to the trained words. Significance. 
These findings highlight the need to reconsider current evaluation practices, in particular, 
the use of forced-choice paradigms with a few highly trained items. While appropriate for 
measuring the performance thresholds in acuity or contrast sensitivity of a functioning visual 
system, performance on such tasks cannot be taken to indicate restored spatial pattern vision.
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V100 SSD (Wicab, Middleton, WI) provide electrical stimu-
lation to the tongue via 20  ×  20 electrodes (Nau et al 2013). 
Some of these devices use a high resolution camera that pro-
vides a flexible field of view with zooming, but the low resolu-
tion of these devices limits the useful field of view (Jung et al 
2015). Moreover, though as many as 10 perceived stimulus 
levels were reported in a tongue stimulation study (Lozano 
et  al 2009), the number of meaningfully different stimulus 
levels (dynamic range) of these devices is highly limited, 
often binary (on and off) or just 3 to 4 levels (Chouvardas 
et al 2008, Stingl et al 2017). With these severe limitations, 
it is important to carefully design the evaluation process of 
these devices (Rizzo and Ayton 2014) so that we can obtain an 
accurate representation of their utility in real-world applica-
tions and guide further developments.

The primary purpose of evaluation is to determine if a 
device provides pattern vision (Caspi and Zivotofsky 2015) 
with similar spatial and temporal characteristics to the normal 
human visual system. A normal visual system is capable of 
learning spatial patterns and it can generalize from training to 
novel stimuli and contexts. Prior evaluation studies of visual 
prostheses tended to measure performance using multiple 
forced-choice tasks, during which subjects were required 
to discriminate among a few heavily pre-trained objects 
(De Neve 2011, Zrenner et  al 2011, Humayun et  al 2012, 
Ahuja and Behrend 2013, da Cruz et al 2013a, Bionic Vision 
Australia 2014, Nau et al 2014a, Stingl et al 2015, 2017, Grant 
et al 2016). Test objects were also typically presented over a 
clutter-free and high-contrast background, such as a banana 
on top of a black velvet cloth (Ahuja and Behrend 2013, 
Nau et  al 2014a, 2014b, Stingl et  al 2015, 2017, Edwards 
et al 2018). Under this paradigm, users of prosthetic systems 
can learn to develop strategies such as head motor scanning 
to achieve successful task performance, even in the explicit 
absence of visual spatial pattern data (Caspi et al 2009, Dorn 
et al 2013, Caspi and Zivotofsky 2015). These studies have 
demonstrated an ability to discriminate a few objects (e.g 
Ahuja and Behrend (2013) and Nau et  al (2014a)) or word 
images (e.g Grant et al (2016)) after extensive training, but 
it remains unclear if the demonstrated capabilities transfer 
to novel stimuli or contexts. Therefore, it is necessary and 
important to determine what can and cannot be learned using 
repeated multiple-choice testing and training. This would pro-
vide a more accurate understanding of the extent of pattern 
vision capabilities in prosthetic vision systems.

Relying on multiple-choice tasks as an evaluation method 
is problematic because it, implicitly and sometimes explicitly, 
equates high task performance with the attainment of func-
tioning pattern vision. For example, previous studies claimed 
successful ‘recognition’ or ‘identification’ of object and 
word stimuli with the Argus II retinal implant (da Cruz et al 
2013a, 2013b), the Alpha IMS (Stingl et  al 2015), and the 
BrainPort SSD (Nau et  al 2014a). These conclusions, how-
ever, were based on performance measured with a few heavily 
trained items without testing post-training performance with 
novel stimuli. For example, Alpha IMS/AMS implant patients 
were trained with the same 4 objects over the course of a year 
in up to 7 follow-up visits (Stingl et  al 2015). Designating 

performance in these studies as object/word ‘recognition’ is 
a misnomer, because recognition requires connecting a previ-
ously encountered stimulus with a new encounter of the same 
stimulus (Wilson 1995), such as in a new context or environ-
ment (DiCarlo et al 2012). It would be more appropriate to 
refer to performance on such repeated forced-choice tasks as 
discrimination. ‘Identifying’ a few highly trained items could 
be achieved through distinguishing low-level features, as 
directly demonstrated by the brightness-only mode in Caspi 
and Zivotofsky (2015), where the only available informa-
tion was the brightness and size of the stimulation (no spatial 
details, such as orientation, were provided). Training discrimi-
nation may not generalize, even for the same objects in new 
contexts. For example, it has been shown that training dis-
crimination among synthetic speech samples is more likely to 
enhance sensitivity to differences within the trained set rather 
than lead to transfer to natural speech perception (Jamieson 
and Morosan 1986). The difference between recognition and 
discrimination is not a mere matter of semantics or termi-
nology, but rather an essential difference in the nature and 
requirements of the task. For further discussion on the need 
for distinction between visual recognition and discrimination, 
see van Meeteren (1995) and other chapters in the same book 
section.

Another example of the importance of distinction between 
discrimination and object recognition is illustrated in Nau 
et al (2014a). In that study, subjects were trained to use the 
BrainPort device to manually reach for a target object among 
a set of 4 items (softball, coffee mug, plastic banana, and a 
highlighter marker) placed on a uniform contrasting back-
ground. These same 4 objects were later used to evaluate per-
formance in 5 testing sessions, each comprised of 20 trials 
conducted over the course of a year (Grant et al 2016). As the 
subjects were trained extensively with these 4 objects, the task 
was really a discrimination task among the 4 stimuli. Such 
testing provides little evidence that the response is reflective 
of pattern vision, or that the device has any properties of a 
functioning pattern vision system for object recognition.

Similarly, the use of forced-choice paradigms can give a 
false impression of object recognition with visual-to-audi-
tory SSDs (Cronly-Dillon et  al 1999, Auvray et  al 2007, 
Striem-Amit et al 2012a). For example in Striem-Amit et al 
(2012a), low-level geometric features were explicitly coded 
with specific tone sequences. This allowed one subject to 
associate which tone sequence coded for a circular shape 
(interpreted in the forced-choice task as an open-mouth sur-
prise) and which sequence represented a straight line (repre-
senting teeth and interpreted as a smiling face), as shown by 
their Supplementary movie (stacks.iop.org/JNE/15/055003/
mmedia). Since only three facial expressions (anger, surprise, 
and smiling) were tested, discrimination among the different 
tone sequences would be sufficient for the subject to perform 
the task. Simple 3 tone discrimination could also explain the 
video’s demonstration that the subject was able to distinguish 
similar facial expressions acted by a different individual, 
therefore not demonstrating a transfer, as it is implied. With 
the small number of distinct facial expressions tested, high 
performance could be obtained without relation to the visual 
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characteristics presented (in fact only two-tone patterns had to 
be discriminated from all others). This forced-choice testing 
paradigm does not prove or even suggest a transfer of the 
ability beyond the simple tone discrimination of the three tone 
sequences. The results cannot be interpreted as successful 
identification of facial expressions and they do not necessarily 
represent pattern vision capability.

Other studies have also evaluated vision prosthetic devices 
and SSDs with multiple-choice letter and word ‘recognition’ 
(da Cruz et al 2013a, Nau et al 2014a, Grant et al 2016). The 
BrainPort multiple-choice word recognition task via tongue 
stimulation is a good example of how low-level discrimina-
tion strategies could be applied to successful multiple-choice 
task performance. As the subjects were trained repeatedly 
and then tested with the same 10 words (Nau et  al 2014a), 
they likely learned that there were 3 three-letter words, 4 
four-letter words, and 3 five-letter words (figure 1(b)). Hence, 
without any other visual details, subjects could increase their 
chances of making a correct guess from 10% to 25%–30% by 
using just the word length as a cue. The word length could 
be determined using scanning if only one electrode of the 
400 was active. In addition, the unique distribution of let-
ters with ascenders and descenders within each word length 
class (figure 1(b)) could be used to further improve pattern 
discrimination. Subjects could combine the word length cue 
with the ascender/descender cues to make a correct word 
discrimination, requiring no recognition of any other letter 
or visual details (see figure 1(a)). Here, we tested the ability 
to effectively train visual pattern discrimination with such a 
multiple-choice task and asked if such training and improved 
performance of the trained words could produce generalizable 
outcomes with a fully functional human vision system, let 
alone via tongue stimulation.

Methods

In the pre-training test, we presented normally-sighted sub-
jects with low resolution images (figure 1(a)) of the 10 trained 
words from the BrainPort studies (Grant et al 2016, Nau et al 
2014a) and additional 50 words (untrained words). Subjects’ 
recognition of the 60 words was measured, and no feedback 
was given in the pre-training test. We then trained the subjects 
on the 10 words and provided feedback about the acc uracy 
of their responses and the identity of the presented word. 
Following the training, we again measured recognition acc-
uracy of the same set of 60 words presented in the pre-training 
test.

Word selection

In addition to the 10 words used in previous BrainPort studies 
(Grant et al 2016, Nau et al 2014a), 50 commonly used, lower 
case words were selected from the english lexicon project 
(ELP) database (Balota et al 2007). Matching the proportions 
of word lengths in the set of 10 trained words, 40% of the 50 
words had four letters, 30% had 3 letters and 30% were five-
letters long. In addition, 10% of the 50 words had no ascender 

and/or descender features, similar to that of the set of 10 
trained words (where only one word, ‘moon’ had no ascenders 
or descenders). Frequently encountered words were chosen, 
and the selection was based on the hyperspace analogue to 
language (HAL) frequency norms (Lund and Burgess 1996) 
provided by the ELP. The 50 words were selected using these 
norms, and word frequency was matched across the different 
word length groups. Specifically, the average log-transformed 
HAL norm was 11  ±  0.7 for three-letter words, 10.8  ±  0.6 for 
four-letter words, and 10.8  ±  0.4 for five-letter words.

Simulated prosthetic word images

Lowercase words were set to Arial Narrow font4 with a font 
size of 100. The words were converted to binary images (white 
text on black background). We then performed morpholog-
ical dilation on the binary images in MATLAB (MathWorks, 
Natick, MA), using the iterative binary dilation method with 
a disk-shaped structuring element measuring 84 pixels in 
radius (Gonzalez et al 2009). The dilated and degraded words 
were displayed on an LCD monitor (ViewSonic 1920  ×  1080 
pixels, 23 inches) placed 60 cm away from the subject. With 
this distance and display resolution, the height of a degraded 
lowercase ‘e’ was 3.2° visual angle. Examples of the degraded 
word images are presented in figure 1(a) and the dimensions 
of the 60 word images are summarized in table  1. Welch 
two samples t-tests of the word length showed that four-
lettered words were significantly wider than three-letters 
t(39.8)  =  3.7, p  <  0.001, but narrower than five-lettered 
words, t(36.6)  =  5.6, p  <  0.000 01.

Procedure

Each trial began with an 800 ms central fixation cross that indi-
cated the center of the word image. Twenty subjects (normally 
sighted or corrected-to-normal) were required to recognize, to 
the best of their ability, an English word made up of lower case 
letters and type their best guess of the word or its components. 
Subjects were asked to guess the number of letters represented 
by the word image and type that number of letters or symbols: 
using lowercase letters to represent recognizable letters of the 
word image, substituting the tilde symbol, ~, for letters they 
could not recognize (figure 1(b)). The use of image features 
such as ascender and descender was not explicitly mentioned 
in the instructions. Thus, the subjects’ attention was explic-
itly directed to the word length cue (number of letters) but 
only implicitly to the ascender/descender cue. The maximum 
presentation duration for each word image was 1 min, how-
ever, subjects were instructed to begin typing as soon as they 

4 We opted for a different font type from previous BrainPort evaluation stud-
ies (Grant et al 2016, Nau et al 2014a). This was because a larger structuring 
element radius was required to generate the word envelope of the previously 
used, wider Century Gothic font, and that process obscured the ascender and 
descender features. Our approximation of the word envelope resembled the 
definition adopted by Bouma (1971), who studied the effect of ascenders 
and descenders on letters discrimination. He used the smallest enclosing 
polygon around a lower case letter without indentations (i.e. ignoring the 
inner gaps of letters n, h and c).
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were ready to respond. Immediately as they began typing a 
response the word image would disappear from the screen, so 
subjects were instructed not to type their response until they 
had taken time to view the whole word. Each subject com-
pleted three experimental blocks; pre-training test, training, 
and post-training test.

Prior to the experimental blocks, subjects familiarized with 
the task demands by completing a practice block consisting of 
three word images that were not included in the experiment. 
The experiment then began with the pre-training test, where a 
total of 60 word images (including the 10 words to be trained 
from BrainPort studies) were presented in a random order. 
No feedback as to the accuracy of the response was given. 

Similar to previous BrainPort studies (Grant et al 2016), sub-
jects repeatedly viewed the 10 words in the training sessions. 
A total of 15 repeats were conducted for a total of 150 trials. 
Feedback was provided during the training phase. The sub-
jects were informed of the correct word presented following 
each incorrect response. The post-training test was then 
administered using the same 60 word images presented, as in 
the pre-training test (no feedback). The accuracy of subject 
responses, the words (or strings) keyed, and the time required 
to make a response were recorded for each trial.

Statistical analyses

Each subject’s proportion of accurate whole-word responses 
(i.e. having same spelling as the stimulus presented) was first 
computed for each of the two word groups. The computed 
proportion was then evaluated against two types of predeter-
mined success rates. The first type of success rate was used in 
previous BrainPort studies (Grant et al 2016), defined as cor-
rectly identifying at least 6 out of 10 words (or 14 out of the 
first and final 25 trials during the training sessions). This value 
was determined by setting the chance level at 55%, the mid-
point between the presumed chance level of 10% (i.e. 1 out 
of 10 words) and 100% perfect recognition. The second type 
of success rate took into account word length cues, defining 
chance performance at 30% accuracy (i.e. average chance 

Figure 1. Low-resolution representations of the 10 words used in this study. (a) Simulated word envelopes that show how easily 
discriminable the 10 word patterns are through the conjunction of word length and the locations of ascenders and descenders. (b) The 
three lengths classes of the 10 words. (c) Examples of possible responses to the low-resolution representation of the word dog. Subjects 
responded to each word image by typing a word or a string of letters. The tilde symbol, ~, was used to indicate positions of letters that were 
not recognizable.

Table 1. Image dimensions in visual angle (degree) for the set 
of 60 degraded words, sorted by word type and dimension of 
measurement.

Word type Dimension
Degree of visual 
angle (mean  ±  SD)

Three-letters Width 5.3°  ±  0.6°
Four-letters Width 6.1°  ±  0.8°
Five-letters Width 7.6°  ±  0.8°
Ascender/
descender

Height 4°  ±  0.3°

Non-ascender/
descender

Height 3.2°  ±  0°

J. Neural Eng. 15 (2018) 055003
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performance of all three word classes). Therefore, the mid-
point between 30% and 100% would be 65%, which would 
require correctly typing 7 out of 10 words (or 17 out of the 
first and final 25 trials during the training sessions).

For untrained words, the success rate was defined as cor-
rectly typing more than 50% of the 50 words, which was the 
mid-point between the chance level approximately 0%5 and 
perfect recognition. The same performance goal was used for 
both trained and untrained words, and it represented the min-
imum percentage of subjects who were required to achieve 
the individual success rates for each word group. We first 
computed the proportions of subjects who achieved success 
in each word group, and then compared the proportions with 
the one-sided, lower 97.5% Agresti-Coull confidence limit. 
The performance goal is considered achieved when the data’s 
lower confidence limit is greater than 50%.

The accuracy of responses was also evaluated using para-
metric analyses. We first normalized each subject’s data by 
computing the percentage of correct responses (i.e. recog-
nition rate) within each word group. A two-way repeated 
measures ANOVA (pre- and post-training session  ×  trained 
and untrained word group) was used to compute the effect of 
training on the recognition of trained and untrained words. The 
time course of training performance was also plotted using 
the accuracy rates of 6 consecutive bins (25 trials each, 150 
trials in total). The progress of training was then statistically 
evaluated with a one-way repeated measures ANOVA. We 
also sorted the 60 words into words with (90%) and without 
(10%) ascender and descender features. As with word groups, 
we computed the percentage of correct responses within each 
feature group for each individual subject. Three-way repeated 
measures ANOVAs (test (pre/post-training)  ×  feature group 
(Asc/Dsc/Non Asc/Dsc)  ×  word group (trained/untrained)) 
were then performed on the resultant dataset to statistically 
calculate the influence of these features on word recognition/
discrimination accuracy, reaction times (RTs), and word length 
estimation. Follow-up pairwise comparisons conducted after 
all parametric analyses were subjected to Holm–Bonferroni 
correction where necessary.

Subjects

Twenty normal or corrected-to-normal sighted subjects 
(15–51 years of age, 5 females) participated in the study. All 
subjects gave written informed consent; two subjects were 
under 18 years of age and parental consent was obtained for 
those. Experiments accorded with the Declaration of Helsinki 
and the protocol and written consent were approved by the 
Massachusetts Eye and Ear Human Studies Committee.

Results

Overall performance between pre- and post-training  
sessions

Success rates and performance goals. Post-training, all of 
the twenty subjects were able to recognize 6 or more of the 
10 trained words, resulting in a 97.5% lower one-sided bound 
of 81%, thus achieving both performance goals set in prior 
studies. Only 14 of the 20 subjects were able to recognize 7 
or more of the 10 trained words, producing a 97.5% lower 
limit of 47.9%, thus falling slightly short of the higher per-
formance goal we selected. In contrast, when presented with 
the untrained words for the second time in the post-training 
session, none of the subjects were able to recognize more than 
50% of the untrained words. As a result, the performance of 
the untrained words produced a lower bound of  −0.03%, fail-
ing to meet the second performance goal.

Overall recognition rate. A two-way repeated measures 
ANOVA (test pre/post-training  ×  word group (trained/
untrained)) was conducted on the dataset, and the results of the 
statistical analyses are summarized in table 2. Test session and 
word group had significant main effects on recognition rates. 
Both factors also interacted significantly, characterized by a 
greater increase in post-training accuracy for the 10 trained 
words than the 50 untrained words. Specifically, average accu-
racies on the 10 trained words increased from 13.5%  ±  14.2%  
(maximum  =  50%) in pre-training session to 82%  ±  17% 
(maximum  =  100%) in the post-training session. The per-
formance also improved for the other 50 words, but average 
accuracies went from 14%  ±  8.4% (maximum  =  30%) to 
only 24.1%  ±  8.5% (maximum  =  36%) after training, this 
modest effect was statistically significant (table 2(b)). These 
effects are shown in figure 2(a).

5 The chance level was set to 0% for the untrained words because  subjects 
had no prior experience with these word images and were not given 
 feedback for the respective word identities. Even if subjects learnt during 
training that there are three, four, and five letters words, the chance level 
remains very close to 0% (e.g. probability of about 26−3 for recognizing a 
three-lettered untrained short word accurately).

Table 2. Statistical results comparing pre- and post-training recognition rates.

(a) Two-way repeated measures ANOVA (significant effects are bolded)

Factor F (df1, df2) p

Test (pre/post-training) 200 (1,19) <0.0001
Word group (trained/untrained) 165 (1,19) <0.0001
Test (pre/post-training)  ×  word group 171 (1,19) <0.0001

(b) Follow-up student’s t-tests (significant effects are bolded)

Comparison t df Holm–Bonferroni corrected p
Pre-/post-training (10 words) 14.2 19 <0.0001
Pre-/post-training (50 words) 6.9 19 <0.0001
Post-training improvements (10 and 50 words) 13.1 19 <0.0001

J. Neural Eng. 15 (2018) 055003
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Performance during the training session

Figure 2(b) shows the effect of training, computed by 
binning the accuracy rate in every 25 consecutive trials 
of the training sessions. Starting from an average of 
13.5%  ±  14.2% in the pre-training test session (shown in 
both figures 2(a) and (b)), the accuracy rate of the 10 words 
increased rapidly to 58%  ±  19.8% in the first 25 trials of the 
training sessions, eventually averaging at 97.5%  ±  2.4% for 
the last 50 trials. These trends were statistically evaluated 
with a one-way repeated-measures ANOVA, which showed 
that subjects were making significant progress throughout 
the training sessions, F(5,95)  =  63.2, p  <  0.0001. However, 
performance on the 10 words fell significantly to an acc-
uracy of 82%  ±  17% in the post-training test, where the 10 
words were mixed with the 50 untrained words, t(19)  =  4.1, 
p  <  0.001.

We also evaluated training performance with pre-deter-
mined success rates and performance goals. During the first 
25 trials of the training sessions, 11 out of the 20 participants 
were able to make correct responses in at least 14 trials, pro-
ducing a one-sided, lower 97.5% Agresti-Coull confidence 
limit of 39%. With extensive training, all of the participants 
were able to respond correctly for at least 14 of the final 25 
training trials, giving rise to a lower bound of 81%. Taking the 
use of word length cues into consideration, we re-computed 
the proportion of subjects who had met the second success 
goal (i.e. more than 17 correct responses out the first and final 
25 trials of the training session). Only 5 participants were able 
to achieve the success goal in the first 25 trials, resulting in a 
lower bound of 18%. After training, all participants had more 
than 17 out of the final 25 trials correct, producing a lower 
bound of 81%.

Effect of ascender and descender features

Effect of word features on accuracy. Figure 3 shows the effect 
of ascender and descender (henceforth Asc/Dsc) features on 
percent correct (10 words in figure 3(a) and the other 50 words 
in figure 3(b)). A three-way repeated measures ANOVA (2 fea-
ture group (Asc/Dsc / Non Asc/Dsc)  ×  2 test (pre/post-train-
ing)  ×  2 word group (trained/untrained)) was conducted on 
the dataset, resulting in a significant interaction between fea-
ture group and word group (table 3). That is, collapsed across 
pre- and post-training sessions, Asc/Dsc features produced 
statistically higher accuracy rates in the other 50 words, but 
not when subjects had extensive experience with the 10 trained 
words. As shown in figure 3(b), untrained words with Asc/Dsc 
were generally responded to with greater accuracy than words 
without, producing respective averages of 14.8%  ±  9.1% and 
7%  ±  9.8% in the pre-training session, and 25.3%  ±  8.9% 
and 13%  ±  16.3% in the post-training test session. Further 
underscoring the importance of these features, significant 
post-training improvements of the 50 untrained words were 
only observed in those with Asc/Dsc features. In contrast,  
Asc/Dsc features did not facilitate discrimination of the trained 
words. Pre-training recognition accuracy rates were not dif-
ferent between words with and without Asc/Dsc features, 
13.3%  ±  14.2% and 15%  ±  36.6% respectively. After exten-
sive training, subjects were more accurate in discriminating 
the only trained word without Asc/Dsc (i.e. moon), scoring an 
average of 95%  ±  22.4% as compared to 80.6%  ±  18.3% for 
words with Asc/Dsc.

Effect of word features on reaction time. Figure 4 pres-
ents the effect of Asc/Dsc features on reaction time (RT). To 
include sufficient data for the analysis, both inaccurate and 

Figure 2. Effect of training on word ‘recognition’. (a) Training of the 10 words produced significantly higher percent correct for both 
the trained and untrained words, and the improvement was substantially and significantly larger for the trained words. (b) Discrimination 
performance with the 10 words improved rapidly and plateaued after the first 75 trials. Percent correct of the 10 trained words was higher 
in the final 50 trials of the training sessions than the post-training sessions (inset). Asterisks denote statistical significance after Holm–
Bonferroni correction (***: p  <  0.001, ****: p  <  0.0001, *****: p  <  0.000 01). Error bars indicate 95% confidence intervals of the mean.

J. Neural Eng. 15 (2018) 055003



S Han et al

7

accurate word recognition responses were included in the data-
set. A three-way repeated measures ANOVA (2 feature group  
(Asc/Dsc / Non Asc/Dsc)  ×  2 test (pre/post-training)  ×  2 word 
group (trained/untrained)) was conducted, and the results are 
summarized in table 4. As with recognition acc uracy, we found 
no significant effect of feature group. Feature group neither 
interacted with word group nor test. There was also no signifi-
cant three-way interaction among all three factors. Collapsed 
across feature group, however, we found significant main effects 
of test and word group on RTs. Both factors also interacted sig-
nificantly. Specifically, comparable RTs were obtained in the 
pre- and post-training sessions for untrained words (16.2s  ±  8s 

to 12.5s  ±  8.7s respectively). RTs for the 10 words, on the 
other hand, were significantly reduced from 18.9s  ±  12.7s to 
2.8s  ±  1.7s from the pre- to post-training sessions.

Effect of Asc/Dsc features on the estimation of letter 
count. Asc/Dsc features indicate the letters’ locations and 
may be useful in the estimation of letter count. A three-way 
repeated measures ANOVA (2 feature group (Asc/Dsc / 
Non Asc/Dsc)  ×  2 test (pre/post-training)  ×  2 word group) 
(trained/untrained) was conducted and the results are sum-
marized in table 5. We found significant main effects of test 
and word group, but not feature group. Word feature neither 

Figure 3. Effect of Asc/Dsc features on the percent correct of (a) the 10 trained words and (b) the 50 untrained words. Regardless of word 
feature, subjects were better at recognizing trained words post training. There was also a slight advantage for the only one non-Asc/Dsc 
trained word (moon). Only untrained words with Asc/Dsc features had a significant increase in accuracy after training. Asterisks denote 
statistical significance after Holm–Bonferroni correction (*: p  <  0.05, **: p  <0.01, ***: p  <  0.001, ****: p  <  0.0001). Error bars represent 
95% confidence intervals about the mean.

Table 3. Statistical results comparing accuracies for words with and without Asc/Dsc.

(a) Three-way repeated measures ANOVA (significant effects are bolded)

Factor F (df1, df2) p
Test (pre/post-training)a 205.8 (1,19) <0.0001
Word group (trained/untrained)a 147 (1,19) <0.0001
Feature group (Asc/Dsc/Non Asc/Dsc) 0.2 (1,19) =0.66
Test  ×  Word groupa 162.7 (1,19) <0.0001
Feature group  ×  Test 0.5 (1,19) =0.48
Feature group  ×  Word group 13.5 (1,19) <0.01
Feature group  ×  Word group  ×  Test 1.8 (1,19) =0.20

(b) Follow-up Student’s t-tests comparing feature groups within each test session (significant effects are bolded)

Session t df Holm–Bonferonni corrected p
Pre-training (50 words) 2.8 19 <0.05
Post-training (50 words) 3.4 19 <0.01
Pre-training (10 words) 0.2 19 =0.84
Post-training (10 words) 2.5 19 <0.05
(c) Follow-up Student’s t-tests comparing pre-/post training accuracies for each feature group (significant effects are bolded).
Feature group t df Holm–Bonferonni corrected p
Asc/Dsc (in 50 words) 6.9 19 <0.0001
Without Asc/Dsc (in 50 words) 1.5 19 =0.16
Asc/Dsc (in 10 words) 12.4 19 <0.0001
Without Asc/Dsc (in 10 words) 8.7 19 <0.0001

a These results duplicated the corresponding results reported in table 2(a) with the two-way ANOVA.
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interacted significantly with word group nor with training, 
but there was a significant three-way interaction among test, 
word group and feature group. As shown in figure 5, the pres-
ence of Asc/Dsc features resulted in poorer post-training 
performance for the 10 words (86.1%  ±  13.4% compared 
to 100%  ±  0%) but more accurate letter count estima-
tion for the other 50 words (73.2%  ±  6.8% compared to 
56%  ±  19%). Note, however, there was only one non-Asc/
Dsc word (moon) in the 10 words group. Post-training perfor-
mance also increased significantly for both feature groups for 
the 10 trained words. This was not observed for the other 50 
words, where performance was only significantly improved 
in the presence of Asc/Dsc features. Results of these statisti-
cal analyses are summarized in table 5.

Discussion

We demonstrated that subjects performed significantly and 
substantially better when discriminating a few highly trained 
low-resolution word shapes: correctly discriminating 82% of 
the 10 words improving from an initial 14% on the same words 

before training. Subjects’ discrimination accuracy was even 
higher at the end of the training session (97.5%), during which 
the 10 words were not mixed with the 50 untrained words. 
However, the magnitude of performance improvements in 
trained words did not transfer to the recognition of untrained 
low-resolution words, where there was a mere 10% increase 
in correct responses. The poorer performance for untrained 
words was found despite the task’s explicit and implicit direc-
tions to the available low level cues, such as the length of the 
words and the presence of ascenders and descenders, respec-
tively. Performance on untrained words with Asc/Dsc was 
consistently higher than words without these features (figure 
3(b)). These features were also useful for estimating letter 
count (figure 5), suggesting that these low level cues may 
account for the small but statistically significant improvement 
noted in recognizing the untrained words. Importantly, even 
with a normal visual system capable of learning and transfer 
(normally sighted subjects were tested), repeated multiple-
choice training did not result in learning transfer.

These findings support our contention that low level dis-
crimination can produce dramatic improvements in a mul-
tiple-choice task without generalization to novel objects, 

Table 4. Statistical results comparing RTs for words with and without Asc/Dsc.

(a) Three-way repeated measures ANOVA (significant effects are bolded)

Factor F (df1, df2) p
Test (pre/post-training) 29.3 (1,19) <0.001
Word group (trained/untrained) 14.7 (1,19) <0.01
Feature group (Asc/Dsc / Non Asc/Dsc) 1.4 (1,19) =0.25
Training  ×  Word group 18.2 (1,19) <0.001
Feature group  ×  Test 2.2 (1,19) =0.15
Feature group  ×  Word group 1.2 (1,19) =0.29
Feature group  ×  Word group  ×  Test 2.9 (1,19) =0.10

(b) Follow-up Student’s t-tests comparing pre-/post-training RTs for each word group (significant effects are bolded)

Word group t df Holm–Bonferonni corrected p
50 untrained words 1.9 19                   =0.08
10 trained words 6.2 19 <0.0001

Figure 4. Effect of Asc/Dsc features on RTs for the (a) 10 trained and (b) 50 untrained words. After training with the 10 words, 
subjects responded faster to the trained words. The reduction of response time was not significant in the untrained words, indicating that 
the reduction in the time to respond was specific to the trained stimuli. Asterisks represent significance level after Holm–Bonferroni 
correction (***: p  <  0.001, ****: p  <  0.0001). Error bars represent 95% confidence intervals about the mean.

J. Neural Eng. 15 (2018) 055003



S Han et al

9

even those from the same limited category as the trained 
stimuli. Therefore, one should not regard high performance 
on a multiple-choice task as proof of a functioning pattern 
vision system. In fact, the discrimination performance can 

be hindered when the trained items are presented together 
with untrained items. This was demonstrated in our results, 
which showed lower accuracy scores on the 10 words in the 
post-training session compared to the end of the training 

Table 5. Statistical results comparing letter count estimation for words with and without Asc/Dsc.

(a) Three-way repeated measures ANOVA (significant effects are bolded)

Factor F (df1, df2) p
Test (pre/post-training) 72.2 (1,19) <0.0001
Word group (trained / untrained) 13.7 (1,19) <0.01
Feature group (Asc/Dsc / Non Asc/Dsc) 1.4 (1,19) =0.25
Training  ×  Word group 39.4 (1,19) <0.0001
Feature group  ×  Test 0.9 (1,19) =0.37
Feature group  ×  Word group 2.2 (1,19) =0.15
Feature group  ×  Word group  ×  Test 9.8 (1,19) <0.01

(b) Follow-up two-repeated measures ANOVA (pre-/post-training  ×  feature group (significant effects are bolded)

10 words 50 words
Factor F df p Factor F df p
Test (pre/post-training) 70 19 <0.0001 Test 5.3 19 <0.05
Feature group (Asc/Dsc / Non Asc/Dsc)   0.002 19 =0.96 Feature group 4.7 19 <0.05
Test  ×  Feature group   4.7 19 <0.05 Test  ×  Feature 

group
9.7 19 <0.01

(c) Follow-up Student’s t-tests (significant effects are bolded)

10 words 50 words

Comparison t df

Holm– 
Bonferroni  
corrected p Comparison t df

Holm– 
Bonferroni  
corrected p

Pre-/post-training  
(Asc/Dsc)

7.4 19 <0.00001 Pre-/post-training 
(Asc/Dsc)

4.7 19 <0.001

Pre-/post-training  
(Without Asc/Dsc)

5.3 19 <0.0001 Pre-/post-training 
(Without Asc/Dsc)

0.2 19 =0.83

Pre-training (with,  
without Asc/Dsc)

1.2 19 =0.24 Pre-training (with, 
without Asc/Dsc)

0.3 19 =0.75

Post-training  
(with, without Asc/Dsc)

4.6 19 <0.001 Post-training 
(with, without  
Asc/Dsc)

3.8 19 <0.01

Figure 5. Effect of Asc/Dsc features on letter count accuracy for (a) 10 trained and (b) 50 untrained words. As with the other two measures, 
subjects were better at letter counting in the trained words. The slight advantage for the non-Asc/Dsc single word was also observed in 
letter counting. On the other hand, subjects were only better at estimating word lengths of the untrained words when the words did contain 
Asc/Dsc features. Asterisks represent significance level after Holm–Bonferroni correction (**: p  <  0.01, ***: p  <  0.001, ****: p  <  0.0001, 
*****: p  <  0.00001). Error bars represent 95% confidence intervals about the mean.
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session (figure 2(b) inset). There is evidence that increasing 
the number of training items could increase generalizability, 
as demonstrated in the tactile recognition of alphanumeric 
symbols (Arnold and Auvray 2018). Since all English words 
are constructed from combinations of 26 letters, it is possible 
that larger stimulus sets may be a practical approach to train 
reading. With sufficient training, pattern discrimination of all 
26 letters may generalize and transfer to word reading. This 
was demonstrated with an auditory prosthetic used with the 
Hebrew alphabet (Striem-Amit et  al 2012b). Interestingly, 
training on the words, both with the BrainPort (Grant et  al 
2016) and in our study, did not result in letter recognition 
being the underlying learned skill. Rather, discriminating the 
shape and features of the whole trained words appear to be 
the strategy used by subjects. In any case, reading is not the 
intended use of these devices, as access to text is available and 
more efficient with other technologies (e.g. text-to-speech; 
Sorin et  al 2014). Instead, the intended use of vision pros-
theses is to allow recognition of many other objects. Training 
discrimination with letters in clutter-free testing situations, 
even when successful, is unlikely to generalize and transfer to 
object recognition in activities of daily living, though it may 
provide some limited information on the performance of the 
system.

Similar limitations apply to the study by Grant et al (2016), 
who tested the use of the BrainPort in locating informational 
signs on the walls of a hallway. The authors referred to the 
task as an ‘orientation and mobility (O&M)’ task. The four 
signs used had symbols marked on them, which the subjects 
were asked to find. However, the signs themselves had dis-
tinct shapes; the Danger (!) sign was triangular in shape, the 
Stairs sign was a square, and the Men and Women bathroom 
symbols were round signs. These different shaped signs were 
dark and were placed on a light wall. Similar to the word ‘rec-
ognition’ tasks, subjects were trained extensively and tested 
with these same 4 signs five times over the course of a year. 
Discrimination of the dark sign outlines was, therefore, a 
viable strategy for performing the task, yet our current study 
results would suggest that generalization to novel sign shapes 
or content is unlikely. The relation of such a task to O&M is 
limited to the ability to locate a single dark sign with a distinct 
shape on the bright wall, hardly an important aspect of naviga-
tion or safe mobility.

Placing emphasis on the performance in forced-choice 
tasks may inadvertently enable the use of head motor tracing 
or scanning strategies in vision prostheses. Motor tracing can 
allow users to extract more information with the low spatial 
resolution of current vision prosthetic devices, but such results 
can also lead to incorrect conclusions, such as the interpre-
tation of task success as spatial visual capability. Given the 
prostheses’ limited field of view, users may learn to use head 
movements to scan along or trace across the contours of 
objects. Indeed, Caspi and Zivotofsky (2015) found that sub-
jects were able to discriminate low resolution, non-patterned 
images of the four alternative Landolt C acuity targets using 
head scanning or tracing. Motor tracing may also be used to 
produce correct word recognition responses, since the use of 
large font sizes (da Cruz et  al 2013a, Grant et  al 2016) or 

the use of the prosthesis camera’s zoom capability (Nau et al 
2014a, Grant et al 2016) allows motor tracing along the high 
contrast letter strokes (da Cruz et  al 2013a, 2013b). While 
the subjects could not trace the word stimuli in our study, our 
word stimuli did contain information that was obtainable by 
motor tracing in the original BrainPort studies (i.e. the word 
envelope). Thus, our results and those of Caspi and Zivotofsky 
(2015) show that the low level information available from 
motor tracing (word length and ascender/descender, and 
direction of a Landolt C, respectively) could be used to train 
discrimination in multiple-choice tasks. But since recognition 
did not transfer to the other 50 untrained word images with 
similar tracing information available, our results suggest that 
the utility of motor tracing may be limited to the discrimina-
tion of trained stimuli only.

With simple stimuli and clutter-free environments, a pros-
thetic user could use lateral head movements to scan the pros-
thesis’ narrow field of view across a high contrast line on the 
ground (da Cruz et al 2016; see also use of BrainPort in De 
Neve (2011); bionic eye prototype in Bionic Vision Australia 
(2014)). This form of motor scanning may be used in obstacle 
courses constructed of dark objects placed on a light colored 
floor (Geruschat et al 2012). Caspi et al (2018) showed how a 
patient with the Argus II could trace a curved line in a parking 
lot despite being trained with straight lines. Though this obser-
vation may be considered an indication of learning transfer, 
the difference between tracing straight and curved lines is 
really a slight variation on the same task in the narrow field 
of view. Author EP has dubbed this type of tracing/detecting 
technique Radar Vision (Jung et  al 2015). Like radar scan-
ning, it can provide the user the direction of the contrasting 
line to be traced or of the obstacle to be avoided. Even more 
limited than radar, however, current devices do not provide 
information about distance. The direction of the contrasting 
line or obstacle is not provided by an analysis of spatial image 
but rather by the synchronization of the signal (radar beep or 
return like signal) to the motor direction of the scanning head. 
Similar to radar, this form of motor scanning is effective in 
non-clutter environments such as the sky or the ocean, but not 
in urban, cluttered environments. More importantly, this scan-
ning technique does not necessarily involve spatial properties 
that constitute a functioning pattern vision system. As long 
as the evaluation task involves simple, clutter-free stimuli 
and multiple-choice testing, motor tracing can be used suc-
cessfully, even with a single pixel sensor that provides some 
type of signal (audio or tactile) when aimed at a contrasting 
line or obstacle. Single pixel sensors may be a useful aid for 
blind users, but their utility should not to be confused with the 
vision restoration expected and desired from retinal or cortical 
implants.

Multiple-choice testing can be used to determine the reso-
lution limits of visual prostheses. Striem-Amit et al (2012a) 
tested the visual-to-auditory SSD (vOICe) with a 4-alterna-
tive forced choice (AFC) tumbling E acuity test and found 
a high-resolution limit (i.e. 20/360). Labeling the measured 
resolution limit ‘functional resolution’ or ‘functional acuity’, 
the authors applied this level of sampling to natural scenes 
and obtained images that were of unreasonably high quality 
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(shown in figure  1(E) of their study). Similarly, Caspi and 
Zivotofsky (2015) found that head scanning strategies allowed 
subjects to perform better on a 4-AFC Landolt C acuity test 
than expected by the geometrical resolution, defined as the 
angular distance between a pair of electrodes in the retinal 
implant array. These authors did not present their measured 
resolution limits with images, but they also argued that the 
results represented the user’s ‘recognition acuity’, even main-
taining that the higher measured acuity demonstrated spatial 
pattern perception. We would caution against this interpreta-
tion. Natural vision is equipped with a much wider dynamic 
range than current vision prostheses, and it is well known that 
gray scale dynamic range and resolution may be traded for 
each other. For example, high resolution is traded for wider 
dynamic range in halftone printing (Peli 1991), and anti-
aliasing of images involves trading dynamic range for higher 
resolution (Getreuer 2011). If the natural scene images in 
Striem-Amit et al (2012a) were presented at a lower dynamic 
range (i.e. binary, as may be expected with the Argus II), the 
estimated perceived quality would be severely reduced (see 
figure 6). Hence, the higher measured resolution limit cannot 
serve as evidence of spatial pattern perception with vision 
prostheses.

To improve the way that we discuss the capabilities of visual 
prostheses, the language used to describe the change in perfor-
mance with commonly used evaluation tasks should be recon-
sidered. Stingl et al (2015) and Humayun et al (2012) noted 
significant improvements with the Alpha IMS and statistically 
better performance with the Argus II, respectively. However, 
improvements are difficult to quantify or measure, as subjects 
had little to no light perception without the device. Similarly, 
Grant et al (2016) reported ‘improvements’ from a baseline of 
subjects without the use of any assistive device, and the Argus 
II performance was reported from the baseline of subjects 
with the device switched off (Humayun et al 2012). In addi-
tion to the fact that any performance compared to consistent 
zero performance at baseline will be statistically significant, 
the use of the term is misleading as it implies existing visual 
capabilities, be it before or after the use of prosthetic devices. 
Note that this is just a problem of reporting language and of 
the interpretations that might follow. Many of these studies 
properly analyzed the effects by setting threshold goals that 
subjects had to meet (Grant et al 2016), and analyzed the data 
to determine if the goal was achieved.

We have pointed out the limitations of the multiple-choice 
testing paradigm in evaluating visual prostheses. While there 
is nothing wrong with the testing procedures per se, the 
interpretation of the results as a proof of visual restoration 
is not supported. What this area of research needs is testing 
methods that probe the spatial visual capabilities of the pros-
thesis system directly, demonstrating restoration of visual 
capabilities. In the process of developing such methods and 
using them, we will uncover limitations of current systems 
and hopefully this will guide us towards design changes over-
coming these limitations. By considering the physical param-
eters of the prosthetic system, multiple-choice testing could 
be useful in determining the thresholds of specific param eters. 

This was demonstrated in Caspi et al (2009), where the res-
olution limit of a low resolution prosthetic was found to be 
consistent with the distance between the electrodes. As we 
have argued repeatedly, task performance alone cannot serve 
as direct proof for success in restoring vision, evidenced by 
the higher ‘resolution’ limit obtained in Caspi and Zivotofsky 
(2105) through multiple-choice testing. Nevertheless, we 
remain optimistic that a variant of multiple- choice testing 
may be developed. One possible approach was demonstrated 
by Striem-Amit et al (2012b), who tested the discrimination 
of images viewed as soundscape with their auditory pros-
theses. Instead of just training the discrimination of a few 
objects, they had the subject discriminate objects taken from 
seven different categories. Training subjects to recognize the 
categories and testing them with previously unseen samples 
from the same categories may provide evidence for generali-
zation and transfer. However, care has to be taken to assure 
that the categories chosen are not discriminable by incidental 
low level features such as the word length in our study.
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Supplementary 1 

 2 

 

Figure S1. Histogram showing the distribution of age in years for subjects recruited in the study, 

plotted in terms of percentage occurrence.  A bin size of 5 years of age used to compute the 

histogram. As depicted, 65% of the subjects were young adults, falling within the age range of 

19-29 years old. The other 35% was made up of subjects in their early adolescence (10%) and 

adulthood (25%).  

 3 

 4 

The subjects in our study had a wide age range. Since age has been shown to 5 

affect visual perceptual learning, such as picking up task-irrelevant cues (Chang, 6 

Shibata, Andersen, Sasaki & Watanabe, 2014), we performed a two-way repeated 7 

measures ANCOVA (word group x pre-/post- training, with age as a covariate) on the 8 

data. After controlling for subject age, our results revealed significant main effects of 9 

training and word group, and a significant interaction between word group and 10 

training. There were no significant relationships between subject age and their 11 

performance on word group and influence of training. Subject age was also not 12 
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significantly related to the interaction between word group and training. The 1 

statistical results are described in Table S1 below. 2 

 3 

Table S1. ANCOVA results examining effect of subject age on training and word 4 

group.  5 

 6 

Factor F (df1, df2) p value 

Training  20.4 (1,18) <0.0001 

Word group 17.2 (1,18) < 0.01 

Training x Word group 13.8 (1,18) <0.01 

Training x Age  0.01 (1,18) 0.91 

Word group x Age 0.03 (1,18) 0.87 

Training x Word group x Age 0.15 (1,18) 0.70 

 7 

 8 

Supplementary Reference 9 

Chang, L.H., Shibata, K., Andersen, G.J., Sasaki, Y., & Watanabe, T. (2014). Age-10 

related declines of stability in visual perceptual learning. Current biology, 11 

24(24), 2926-2929. https://doi.org/10.1016/j.cub.2014.10.041. 12 
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